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Abstract— This paper presents a way to solve a center-
pivots scaling problem. A center-pivot is a large area
irrigation system, which uses much water resource during
its working. Its goal is to create a working scale to the
center-pivots that act using the same water resource as a
solution to avoid possible environmental damages, without
compromising its efficiency. Due to the complexity of the
problem, the use of metaheuristic Simulated Annealing
was adopted in the searches of good solutions in a very
small period of time. The application of the Simulated
Annealing was created in a very simple manner, with the
option of utilizing two different switch movements, to the
generation of new neighbor solutions. The obtained results,
with the algorithm, has generated excellent solutions which
attended to the initial expectation.
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I. INTRODUCTION

The center-pivot scheduling problem consists of the
creation of service scales to center pivots during a pe-
riod of time, by respecting operational and environment
problems, and seeking to reach certain objectives. This
schedule must find solutions that minimize the electric
energy consume of the problem, in respect all restrictions
that exist. It’ll be discussed in this paper later.

According to [6], the center-pivot is an overhead
irrigation very used in great planted areas and that it
consists, basically, of a metallic piping, where sprinkers
are installed. This piping receives the water under pres-
sure of a central device, called point of the pivot, and
it leans on in triangular metallic towers, mounted on
tire wheels, as shown in the Fig. 1. The towers move
continually, worked by electric or hydraulic devices, and
it describe concentric movements around of the point
of the pivot. The movement of the last tower begins a
progress reaction in chain in a progressive way for the
center.

In the aerial vision, shown by Fig. 2, it is possible
to verify that the more large is the ray of the pivot,
larger is the irrigable area and, consequently, larger is its
profitability and its water consumption. If we consider
the irrigation equipment as a type of high scale, and there
isn’t an effective irrigation way in this context, a great
volume of water is necessary to the center-pivot working
[26].

This way, if there is an area that possesses many pivots
making use of a same common hydric resource (a river,
for instance), it is possible to happen serious damages
to the environment if all these pivots are working simul-
taneously without any control type. This risk generates
the need to control an entire group of center-pivots, with
the construction of an operation scale for all, so that the
plantations and the ecosystem are not prejudiced [16].

Each center-pivot assists only a fixed customer. The
customers are irrigable areas of plantations that have,
every day, a different number of irrigation time through
center-pivot (Di). These hours are stipulated by the
responsible agricultural engineer by each customer, with
the objective of assisting the needs of the plantation. The
number of each customer’s hours can vary due to several
external factors as the climate, the irrigated culture, the
soil type, among other [26].

For we always work the time of irrigation in daily
hours rates, all built solution is divided in 24 time
windows, represented by the index j, that correspond
at the hours of the day. This way, every center-pivot,
represented by the index i, will have its work period
distributed among the 24 time windows that composes
the scale daily.

The main variable to be controlled in the problem
is the volume of water used in each time window.
Each center-pivot has a fixed water volume necessary
for its operation (Qi). So, the volumes sum of all the
pivots that are working, in a certain time window, they
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Fig. 1. Structures that compose the arm of a center-pivot.

Fig. 2. Aerial Vision of the area of covering of a center-pivot.

should always be smaller or equal to the water volume
that is allowed to be removed of the hydric resource
(Flow). This restriction is fundamental to avoid risks of
environmental damages to the ecosystem.

The problem to stagger center-pivots has as goal the
minimization of the energy consumption in the whole
problem (Cij); it can be obtained due to the cost of the
electric power tariff, which is 60% cheaper in nocturnal
periods than in diurnal periods.

The Problem of Stagger of center-pivots consists of
the creation of scales of services to center-pivots for a
certain period, respecting operational and environmental
restrictions, and trying to reach certain objectives. It is
a problem studied not enough and this study can avoid
great financial and environmental damages in densely
populated areas by center-pivots.

According to [18], the Whole Programming [44] has
been used preferentially as a method of solution of
stagger. However, the complexity of these problems

usually requests the development of heuristic techniques
[18] or the use of goal-heuristicses, like Simulated
Annealing (SA) [36], Genetic Algorithms [1] and other
goal-heuristicses [2].

The heuristicses and goal-heuristicses to solve this
problem type are increasing significantly, because these
methods, in spite of they guarantee not the obtaining
of great solutions, they allow the insert of countless
restrictions in a soft way and with fast results.

This work presents a simple and effective alternative
to solve the problem in subject. A general mathematical
model is proposed to represent the problem, and the goal-
heuristics Simulated Annealing is used to treat it, in other
words, to generate scales to be financially economic, and
that satisfy to the customers’ demand, and assist their
needs and respect the limits of the hydric resources.

In the next section the developed modelling will
be discussed, which represents the problem of stagger
of center-pivots. In the Section 3 it will be discussed
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with larger details the Simulated Annealing heuristics
proposed. The computing results accomplished are de-
scribed in the Section 4. Finally, the conclusions are
presented.

II. DATA MODELING PROPOSITION

The model proposed in this paper was created with
the objective to validate all of the restrictions identified
and, consequently, to be the sure we have the domain of
all of the pertinent information about the problem.

The data modeling validation was made by using the
LINGO software, which uses Linear Program (LP) and
the Branch-and-Bound (B&B) algorithm. According to
[22] LINGO it is a simple tool, which uses the power
of linear and nonlinear math programming to formulate
big problems, solve and analyze them.

Due to the dimensions of the question, which make
it complex, it was decided the importance of adopt-
ing methods to find good solutions, demanding lower
computational dedication and quicker processing time
achieved by LP and B&B. However, with a reduced
number of variables, it was reached very satisfactory
results, making possible the validation of the model.

In this model, the first decision is the existence of
n clients (center-pivots) which will have their working
hours distributed in 24 time windows. To represent the
problem, we have the following variables:
• n: represents the total number of center-pivots in

the problem;
• i: represents each center-pivot;
• j: represents each time window;
• Cij : represents the expense of the client i, by the

pivot i, in the time window j;
• Xij : it’s a binary variable that, when it assumes the

value 1, indicates that the pivot is working in the
time window j;

• Di: represents the number of water hours demanded
by the client i;

• Qi: represents the quantity of water used in the
pivot.

The binary matrix X is the local where the scheduling
is built. The time window in the question are shown in
this matrix as being each line represented a different
client i and each column j a different period of time.
So, each position Xij represents the window j of the
client i, indicating if i can work in j, if it is opened, in
other words, if Xij = 1, or not, if it’s closed, i.e., if Xij =
0. Moreover, the result of the objective function and all
restrictions of the model depend on the value restrained
in X .

Each client must have the sum of opened windows
equal to his/her time demand, i. e., the sum of time

windows of each center pivot must be identical to each
pivot necessity. So, this constraint guarantees the whole
clients satisfaction.

Each time window must possess the sum of all needs
of every opened pivots, equal or lower than the water
volume needed, i. e., the total of water consumed in each
time window must be equal or lower than the limit pre-
established. This constraint guarantees water resources
to each pivot without wasting.

The objective function wants to minimize the costs of
all center-pivots working together, by adding the costs of
attending each client in each opened window. There is
the tendency of put center-pivots to work in night shift.
This happens because the cost of electricity is 60% lower
than diurnal period.

And from this, it was developed the following math-
ematic model:

Minimize:

∑
i

∑
j

CijXij (1)

Subject to:

∑
j

Xij = Di, ∀i. (2)

∑
i

QiXij ≤ water, ∀j. (3)

Xij ∈ {0, 1}, ∀i, j. (4)

i = 1, 2, ..., n. (5)

j = 1, 2, ..., 24. (6)

In the model, the function objective is represented
by the equation (1). The restriction (2) guarantees the
customer’s total service and the restriction (3) guarantees
that the hydric resource will be used inside of the
stipulated limits. The restriction (4) indicates that the
matrix X should just be composed by the values 0 (zero)
and 1 (one). The restriction (5) represents the limits
of the i index , that represents the center-pivots of the
problem and it can assume any whole value between 1
and n (total number of center-pivots). The restriction (6)
represents the limits of the j index, that represents the
time windows and can assume any whole value in the
interval from 1 to 24.
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III. SIMULATED ANNEALING APPLICATION

The Simulated Annealing (SA) is an algorithm of local
search capable to accept worse solutions than the existent
to flee of great places. It was proposed firstly by [27],
and it is based in an analogy with the thermodynamics,
when it simulates the cooling of a group of warmed
atoms [34]. To the SA use, a method should be defined
for the generation of an initial solution S, a method for
generation of the S′ neighbor solutions (neighborhood
structure), and a function objective f(S) to be optimized.

The pseudo-code of Simulated Annealing’s imple-
mented algorithm is presented in the sequence, where S
is the initial solution and S′ is the neighboring solution
of S. The implementation uses, as criterion of closing
of the algorithm, an inferior limit (Tc) for the variable
Temperature (T ), that suffers constant decrement during
the execution of the algorithm. So, when T assumes a
smaller value or equal to Tc, the algorithm is contained.

Procedure Simulated Annealing(T0, Tc, α):
(T0 is the initial temperature)
(Tc is the final temperature)
(α is the factor of decrement of the temperature)
Begin

1 T ← T0;
2 S ← InitialSolution();
3 While T > Tc do
4 To generate S′ of S;
5 ∆ = f(S′)− f(S);
6 If ∆ > 0 then
7 S ← S′;
8 else
9 To generate r ∈ Unif [0, 1]

10 If r < e
−(f(S′)−f(S))

T then
11 S ← S′;
12 end-if
13 end-if
14 T ← T × α;
15 End-while
16 Return S
End Simulated Annealing

A. Initial Solution

The method utilized to generate an initial solution goes
by the principle of a greedy algorithm, and it create
an orderly list of customers in a decreasing way, in
agreement with the number of demanded hours of each
center-pivot, and manipulate it one by one. So, it always
accomplishes the choice that seems to be the best in the
moment; it make a local great choice, in the hope that

this light choice to the global great solution [13]. The
pseudo-code of this method is presented in the sequence.

Procedure InitialSolution():
Begin

1 To create in the L list with empty clients;
2 To add all clients of the question to list L;
3 To order the L list in the decrescent order,

by the number of irrigation working hours;
4 While L is not empty do
5 While the irrigation hours of first

element are not attended do
6 Open time window with lower;
7 End-while
8 Take out the first element of the list L;
9 End-while
10 Return S
End InitialSolution

By using the ordered list, the first element of the list is
selected and its time windows start to be opened, always
seeking to open time windows with the lowest water use
at the moment. The process of window opening finishes
when the number of opened windows is equal to the
number of irrigation hours demanded by the client. In
other more complex cases, the constraint (3) of the model
is always respected. After the ending of the process of
time windows opening of the first element, it is excluded
of the list, and the whole process is repeated for the new
first element of the list, until it is empty.

This method created to obtain an initial solution do
not worry with generation an optimized solution in any
moment, since its objective is only to create viable quick
solutions.

According to the descript method, the pivots with the
highest water use will always be the ones to be placed
first, to make the water use in the lowest possible time
windows. Therefore, as the pivots are excluded of the list,
pivots of smaller consumption will be still in the list, and
the windows will be always with a uniform consumption,
and we can eliminate the possibility of finding a pivot
of high use when the windows are close to its water use
limit.

With this method, we also can modify the ordering
rule list, if it is necessary, by replacing, for example, the
number of demanded hours by the water volume.

The method of creating a neighbor solution, with the
presented configuration, has shown to be perfect to solve
our problem, and it has generating satisfactory results.
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B. Neighborhood Structure

It was utilized two neighborhood structures, as move-
ment changing types: Modify Simple Window and Switch
Clients. These movements were developed considering
the limitations required by the problem.

It is interesting to observe that these movements cre-
ated do not make the solution inaccessible, they always
respect the problem restrictions, as previously we has
shown. If the solution becomes inaccessible, the utilized
movement is automatically undone.

Fig. 3. Modify Simple Window movement.

The Modify Simple Window movement, as shown
in Fig. 3, bases itself in doing the value substitution
between two time windows with different values and
that belongs to the same client. So, it was previously
randomly selected a client to be modified, and then we
also select randomly an opened time window of this
same client to be closed. So, the client will need that one
other window be closed in order that its time table be
attended. The window to be opened is a nocturnal shift
window, due to it is cheaper, but it also must respect the
constraint to the water volume limitation.

The Switch Clients movement is a little more complex
than the first one. It consists mainly in selecting ran-
domly two clients. In sequence, it seeks a time window
where one is opened and the other is closed. Finding
that window, it replaces the values between them and
checks if exists any problem with the water volume that
will be used (Fig. 4a). If this constraint is disrespected,
all the process is undone. Otherwise, it advances to next
stage of the movement, which is to correct the number of
irrigation hours of both clients, because after the switch,
one of them is with one extra hour of what would be
the correct value, and the other, one hour less. We will
name those clients as i+ and i− respectively.

The client i+ starts to search in its time windows,
one that is opened to be closed, without worrying to the
constraints, since the window closure will only reduce
the water level. We shall name the chosen window index
as j. After correcting the hours for client i+, it is time to
correcting hours for client i−, which needs to open one
of its time windows. The next step is to open the window
j of the client i− (Fig. 4b), and check if any constraints

Fig. 4. Switch Clients movement.

was disrespected. In case of all constraints are respected,
the movement is concluded (Fig. 4c). Otherwise, the
window j of the client i− will be closed again, and
the search for a new window will be done randomly,
until it finds a suitable time window. If all windows are
tested and considered unsuitable, the whole movement
is instantly canceled.

The neighborhood structures created were imple-
mented in the algorithm SA in so that each neighbor
solution is generated by only one of these movements,
and its choice was made before the execution starts, and
inserted by a parameter.

The objective function f(S) used to evaluate the
solutions is explained by the equation (1)(check Section
III), and the restrictions presented in the shown model in
the Section II, III and IV are attended in the construction
function of a first solution and in the movement changes
explained here.

IV. COMPUTATIONAL RESULTS

The developed system has presented quick and inter-
esting results. If we compare the results provided by
our system, with values found by LINGO with Linear



6 ORP3 MEETING, GUIMARES. SEPTEMBER 12-15, 2007

TABLE I
TEST RESULTS OF MODEL AND ALGORITHM VALIDATION.

Processing Time Objective Function (monetary unit)

Number of Center
Pivots

Available Water Vol-
ume

LINGO SA LINGO SA

10 52.000 m3/day > 24 hr. 4 sec. - 366.800

10 55.000 m3/day 4 min. e 20 sec. 4 sec. 347.382 363.200

10 58.000 m3/day 4 min. e 20 sec. 3 sec. 340.000 356.000

TABLE II
AGILITY TEST RESULTS.

Number of Center Pivots Available Water Volume Processing Time Objective Function (monetary unit)

73 20.000 m3/hour 17,235 sec. 1.748.000

158 35.000 m3/hour 35,359 sec. 3.742.000

300 60.000 m3/hour 70,859 sec. 7.572.800

Program, it is possible to notice the time gain obtained
in a solution searching, without jeopardizing the solution.

To validate the model and the algorithm created, small
tests were executed. In one of these tests, with 10
different center-pivots and an available water volume
of 55.000 m3/day, LINGO found a viable solution in
4 minutes and 20 seconds, and the algorithm would not
achieve a optimal solution due to a lack of memory. With
the SA, a good solution was found to the same problem,
with less than 4 seconds of processing, by using a small
quantity of memory.

For smaller water volume problems, but yet viable,
like 52.000 m3/day, for example, and the same 10
center-pivots, LINGO runs its algorithm for over than 24
hours, without finding a solution. The SA was capable
of finding a good solution in less than 4 seconds, as
represented in Table I.

With the objective of testing the SA with a big
number of pivots, it was tested possibilities with 79,
158 and 300 center-pivots, with a lower water volume,
testing the worst case, as we can see in Table II. The
achieved results were satisfactory, because they were
good solutions found in a very small time window, if
we consider the dimension of the problem solved. Due
to the fact that we do not know the optimal values of the
problems, any comparative study was not done till now.
However, according to specialist’s opinion, the results
were very good, they covered the necessity of quick and
good results.

The used parameters by the SA, in all tests were done,
T0 = 1000000, α = 0.9975 e Tc = 0.01. All tests were
done in a Sony Vaio fs-660/w laptop with Intel Centrino

1.73 GHz processor, 1 Gb RAM memory. The algorithm
SA was developed in the C++ programming language.

V. CONCLUSIONS

This paper presented an approach to solving problem
method to scaling center pivots. The model proposed was
capable of representing the problem in all its aspects.

The use of Simulated Annealing was pointed as a
good way to obtain good solutions in small periods of
time and in a minimum computational demand, and it
demonstrated a good option to the situation, because it
reached all previewed objectives.

The obtained results (check in Section IV, Table I and
II) show that the SA, combined with the proposed model
(Section II) and the other methods descript in Section III,
were capable of generating good quality solutions to all
the instances in extremely short computational times.

The data structure used in the algorithm execution
has also shown efficient, because it did not demand
computational resources and, as consequence, it did not
compromise the system performance.
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transporte coletivo por ônibus,” Master’s thesis, Universidade
Federal do Ceará, 2003.
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